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Abstract. The Enter the Hindenburg virtual reality (VR) experience is
an immersive installation designed to enhance visitor engagement with
cultural heritage through interactive and social elements. Through the
reconstruction of the iconic airship Hindenburg, visitors can explore his-
torical narratives in a multi-sensory and embodied way. A key aspect
of the experience is its emphasis on social interaction, achieved through
cooperative tasks and rich avatar expressions that foster a sense of pres-
ence, trust and engagement. In addition, the hybrid presence of a mu-
seum guide—who remains in the physical space while interacting with
visitors in VR—ensures accessibility while maintaining the authenticity
of a human-led narrative. This project is an example on how to integrate
immersive technology into museum exhibitions can create dynamic, par-
ticipatory and socially enriched encounters with cultural heritage and
provide experiential learning.
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1 Introduction

The Hindenburg, destroyed on landing at Lakehurst, USA on May 6, 1937, was
one of the largest airships ever built (245m long and 41.2m in diameter) and
remains a significant artefact of aviation history [30, 8]. Its dimensions make it
almost impossible to be physically reconstructed, exhibited, or being directly
experienced. These characteristics are shared by many other elements of cul-
tural heritage, which prevents them from being on display [28]. Technologies
such as immersive virtual reality (VR) have emerged as powerful tools to fill
this gap, capable of recreating objects or environments with a high degree of
multi-sensory realism [1]. By creating a virtual version of the LZ 129 Hinden-
burg airship in an immersive VR environment, we provide an example of how
to bridge the gap between past and present for today’s audiences. In addition
to a realistic recreation of the airship, its virtual exploration is enhanced by an
interactive and social experience: Visitors can explore the interior of the Hinden-
burg through a virtual tour led by a real museum guide, represented in virtual
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space by a realistic avatar capable of non-verbal communication such as facial
movements and gestures. In addition, users can control the airship’s navigation
with a physical steering wheel and operate its systems collaboratively with other
visitors. This interactive experience conveys not only historical facts, but also the
lived context and ambience of the past—an aspect of heritage that is difficult to
capture through traditional media. Unlike previous projects that focused on pas-
sive exploration, this initiative advances (social) interactivity, historical fidelity,
and user engagement through improved graphical fidelity, refined usability, and
deeper narrative immersion. While AI has played an increasing role in VR her-
itage projects, this approach prioritizes manual curation, expert-driven recon-
structions, and real-time adaptive experiences grounded in empirical research.
By emphasizing historical detail, enhanced user guidance, social interaction, and
multi-sensory integration, this project sets a new standard for immersive cultural
heritage experiences, surpassing traditional VR applications.

2 Background and Related Work

Virtual heritage experiences should be designed to enhance knowledge dissem-
ination and public engagement. As Science7 [25] highlights, integrating digital
platforms, interactive devices, and multimedia installations plays a crucial role
in interpreting cultural heritage. Empirical studies indicate a strong public inter-
est in VR-based museum experiences. Around 77% of heritage enthusiasts favor
virtual access to otherwise inaccessible historical sites and collections [3]. VR
is transformative in cultural heritage, improving accessibility, engagement, and
historical learning [5, 23, 1]. Museums have also recognized that visitors often
learn through shared observations and storytelling during exhibits [3]. Research
on mixed reality in cultural heritage emphasizes user engagement models, edu-
cational integration, and the role of immersive technologies in preservation and
accessibility [32]. AI-driven storytelling enhances engagement through natural
language processing, enabling interactive narratives, gamified experiences, and
character-driven storytelling [13]. However, VR social interactions, while reflect-
ing real-world norms, differ in appearance and behavior, affecting trust and
communication [10]. A key challenge remains the isolation of users in VR, espe-
cially in semi-public environments where detachment from the surroundings and
loved ones can lead to social disconnection [9]. This isolation may hinder broader
acceptance of VR in semi-public spaces. This isolation may hinder the broader
acceptance of VR in semi-public spaces. In addition, immersive VR experiences
often include virtual humans, either as avatars or as AI-driven embodied agents.
Users are expected to engage socially with these virtual characters, and research
shows that people do respond socially to them [16]. However, these interactions
are not always consistent across different contexts. Despite VR’s increasing pres-
ence in museums, studies suggest that static reconstructions still dominate over
dynamic, user-driven exploration, even though visual and auditory elements sig-
nificantly shape historical perception [14]. Many museum visitors find interactive,
social elements in immersive VR unfamiliar and unintuitive, leading to hesita-
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tion in trying them. To address this, onboarding and offboarding concepts from
semi-public displays [2] have been adapted for immersive VR [12].

Table 1 presents selected applications that focus on immersive (social) VR
in the context of cultural heritage. Each application has been reviewed based on
the following criteria: Embodied Agent, describing the implementation of vir-
tual agents, such as non-playable characters (NPCs) or virtual guides; Physical
Proxies, indicating whether physical objects are integrated in combination with
immersive virtual reality (iVR) elements; Audience Funnel, which considers
how the design supports audience engagement and gradual involvement; User ×
Agent Interaction, highlighting the types of social interactions between users
and virtual agents; and User × User Interaction, which examines the nature
of social interactions among users within the virtual environment.

Year Embodied
Agent

Phys.
Proxies

Aud.
Funnel

User × Agent
Interaction

User × User
Interaction

Source

2025 Yes Partial Partial Yes Yes [6]
2024 Yes No No Yes No [17]
2023 Yes No No One-way No [18]
2023 No Yes Partial Minimal No [29]
2022 Yes Yes Yes. No Yes [22]
2021 Yes Yes Yes Partial No [27]
2019 No Yes Yes No Yes [12]
2018 Yes n.d. n.d. n.d. n.d. [24]
2013 Yes n.d. No Text and

Speech
Voice only [15]

Table 1: Overview of immersive (social) VR applications in cultural heritage.
N.d. = not defined.

The analysis reveals that the level of interaction with these agents varies,
from minimal or one-way interactions to more active, collaborative engagements.
While some applications integrate physical proxies and support audience on-
boarding, such elements remain inconsistently applied across the field. Notably,
user-to-user interaction is often absent, pointing to an underexplored potential
in the social dimension of virtual heritage environments.

3 Staging, Presentation and Guidance

As VR technology—often combined with agents or avatars—becomes more in-
tegrated into museum exhibitions [19], it is crucial to carefully design the entire
user experience, from onboarding to offboarding. Brignull and Rogers [2] de-
scribes this process as an audience funnel for displays in semi-public spaces,
which has been adapted for VR exhibitions by Wölfel et al. [31, 26, 12].

1. Negative experiences from earlier HMD usage: Older devices, such
as Cardboard HMDs, lacked high refresh rates and precise tracking, often
causing motion sickness.
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2. Leap into the unknown: Some individuals hesitate to engage with HMDs
due to unfamiliarity or concerns about disorientation. Presenting the virtual
content already before the immersive VR experience can lower the fear by
providing a hint on what to expect and allowing to accommodate before the
experience.

Fig. 1: The Hindenburg VR Audience Funnel. 1: Passer-By, 2: Spectator, 3: Ex-
plicitly Interacting User, 4a: HMD User - Flight, 4b: HMD User - Tour, 5: Off-
boarding and Follow-Up Action, G: Guide

An adapted version of the audience funnel is presented in Fig. 1 with mod-
ifications between stages 3 to 5, as no implicit interaction was implemented in
this installation. Furthermore, the role previously defined as someone who inter-
acted alongside or assisted the HMD user (stage 7) has been reconceptualized
into that of an official guide ("G" highlighted in green in Fig. 1), emphasizing
active support as well as knowledge transfer during the immersive experience. A
newly introduced intermediate stage emphasizes the transition from flying (stage
4a) to exploring (stage 4b) the Hindenburg while staying in immersive VR. The
individual steps are described in more detail next:

– Onboarding (Stages 1-3): Before entering the VR environment, visitors
are introduced to the experience using a 180◦ widescreen canvas in the phys-
ical exhibition space (see Fig. 2c and Fig. 2d for details). This onboarding
process shows the historic hangar in which the Hindenburg was built and
prepares the user for the switch to VR. The onboarding phase corresponds
to users one to three from Section 3. The duration of onboarding is dynamic
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and takes as long as it takes for the previous employee to arrive in the engine
room.

– VR Experience (Stage 4): As soon as the user puts on the head-mounted
display and touches the steering wheel, the VR experience begins.
• Flight (Stage 4a): Once aboard the Hindenburg, visitors find them-

selves in the airship cockpit. During the simulated flight over Lake Con-
stance, which is streamed in real-time using satellite data from Cesium3,
users receive optional detailed information about the airship, while they
can steer the Hindenburg using a physical steering wheel (see Fig. 2d),
whose rotation is tracked with a Vive Tracker and substituted to VR. The
flight will also be broadcast on the 180◦ screen for potential spectators.
As shown in Fig. 1, while user 4a acts as the pilot in the cockpit, user
4b controls altitude and speed from the engine room. Communication
between the two roles supports coordinated interaction. This interaction
makes a significant difference to engagement and enhances the experi-
ence [20]. The control setup is adapted for simplicity and no replicate
of the original mechanisms of the Hindenburg, yet follows its baseline
concept.

• Dining Room (Stage 4b): As part of the flight sequence, visitors enter
the Hindenburg’s dining room. The room offers historical information
in a passive learning format while displaying the surrounding virtual
landscape. The environment replicates the interior design of the original
airship.

• Navigation and Communication (Stage 4a and 4b): The sec-
ond visitor, located in the engine room, is responsible for managing the
airship’s acceleration and deceleration. Communication with the pilot
enables synchronized navigation. Informative elements embedded in the
scene convey the functional principles of propulsion and altitude control.
This role is simplified for usability but maintains instructional value.

– Offboarding and Follow-Up Action (Stage 5): After the VR experi-
ence ends, visitors are guided through an offboarding phase that transitions
them back into the real-world museum environment. This process allows
for reflection and discussion, concluding the experience in a structured and
accessible manner (see Section 3 for more details on the audience funnel),
and might trigger follow-up actions such as posting about the installation in
social media.

Our adaptations ensure a seamless transition of passersby and spectators into
becoming HMD users by providing an external visualization of the VR experi-
ence. This is achieved through a 10×2m, 180◦ projection wall, which displays the
in-VR perspective from a third-person view as well as an onboarding procedure,
allowing for cognitive accommodation before using the headset. By offering this
early-stage exposure, we lower the psychological barrier associated with stepping
into an unfamiliar virtual environment, enabling visitors to make an informed

3 https://cesium.com/
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decision about their engagement. Furthermore, by integrating physical objects,
such as a steering wheel, into the VR experience, we establish a rest-frame, which
plays a crucial role in spatial orientation and sensory grounding. The presence of
a tangible reference point helps mitigate sensory dissonance, reducing the risk of
motion sickness and enhancing proprioceptive feedback. Additionally, the steer-
ing wheel serves as an intuitive interaction interface, leveraging existing motor
skills and muscle memory, thus reducing cognitive load and increasing immersion.
This multi-sensory integration also facilitates a stronger sense of agency, allow-
ing users to feel more connected to the virtual environment while maintaining
a stable point of reference in physical space. By combining third-person visual
previews with haptic and proprioceptive anchors, we create a gradual onboard-
ing process that enhances user comfort, minimizes cybersickness, and fosters a
more intuitive and immersive VR experience, particularly in semi-public spaces
where immediate user adaptation is essential.

4 Social Interaction

Incorporating social interactions into cultural heritage VR experiences allows
visitors to better connect with the environment, the guide, and each other. It
fosters a greater sense of presence and immersion for visitors. It encourages
deeper engagement by making the experience feel more personal and relevant,
improves memory retention by linking actions to social contexts, and supports
experiential learning. In addition, social interaction can motivate participation
because shared experiences often feel more meaningful and enjoyable.

4.1 Guiding Avatar

The guiding avatar, which has no influence on preserved presence [4], in the
VR experience serves as a virtual embodiment of the museum guide, enhancing
the visitor’s social presence and engagement. Created from a refined 3D scan of
the guide, the avatar acts as a knowledgeable companion, providing historical
context, explaining visual elements, and sharing stories about the Hindenburg
and Zeppelin heritage. His consistent presence in each scene ensures a cohesive
narrative, provides intuitive guidance, and fosters a deeper emotional connection
so that visitors feel accompanied throughout the experience, enhancing immer-
sion and reducing the sense of isolation within the virtual space. For the avatar
to be effective, it must appear lifelike to avoid the discomfort associated with
the uncanny valley—a phenomenon where an almost human-like figure causes
discomfort [11]—and must resemble the actual museum guide to provide famil-
iarity.

4.2 Hybrid Presence

A deliberate design choice was made to keep the real-world guide outside the
virtual environment, preventing motion sickness and fatigue from prolonged VR
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use [7]. Instead, the guide interacts with both VR and non-VR visitors using 2D
screens that display the VR experience, allowing seamless engagement across
both realms. This hybrid approach enhances accessibility and inclusivity. The
guide can support VR visitors while simultaneously engaging with non-VR vis-
itors, e.g. during a group tour, broadening the exhibit’s impact.

To preserve the visual appearance of the museum guide, we digitally recre-
ated him one-to-one for the VR experience as described in [21] add back in after
accepted. The actual guide remains outside the virtual world to ease the onboard-
ing process and to avoid the physical strain that would result from working all
day in VR. This allows for interactions with people in both the real and virtual
worlds. Using an iPhone with FaceID capability (iPhone X onwards) and Unreal
Engine’s LiveLink, facial expressions and lip movements are streamed into the
VR experience in real time, providing 52 Apple ARKit blend shape values. To
avoid holding the iPhone, a custom helmet (see Fig. 2b) was designed to posi-
tion the device directly in front of the user’s face. A Vive tracker was mounted
on the helmet to transmit head position and orientation. In addition, two Vive
controllers are used to animate the avatar’s arms using inverse kinematics and
to control the experience (e.g., changing scenes). As a result, the guide’s ges-
tures and facial expressions are accurately mirrored by the avatar, allowing for
intuitive non-verbal communication, such as pointing out significant elements in
the VR environment.

4.3 Joint Interaction and Cooperation in VR

In our application, visitors immersed in VR could step into the historical roles of
workers and pilots. This approach allows them to gain a deeper understanding
of concrete historical practices and challenges, bringing the cultural experience
closer to them. Active participation in these roles transforms passive observation
into immersive exploration, resulting in memorable and meaningful experiences.
The experience integrates multiple interaction points with the virtual guide. Two
key sequences are designed to foster engagement and deepen understanding of
the historical context:

– Zeppelin steering: In this stage, users act as pilots, steering the Zeppelin
using a real-world wheel (for yaw) and joystick buttons (for climb and de-
scent), reflecting the airship’s original rudder and elevator controls.

– Board communication: The engines and thus the Hindenburg’s airspeed
were controlled manually from the engine room, based on commands by
telephone from the wheelhouse. Two visitors, as pilot and engine opera-
tor, interact verbally while steering. This fosters collaboration and shared
problem-solving.

Throughout these stages, the guide’s avatar facilitates social interaction, en-
suring visitors receive guidance and support. The design encourages authentic
collaboration, reinforcing a shared sense of presence.

Using realistic tracking technologies and a hybrid presence ensures visitors
feel connected and engaged. The guide’s ability to interact across virtual and



8 D. Hepperle et al.

physical spaces enriches the social dynamics and reinforces the cultural narra-
tive. Ultimately, this approach fosters a shared sense of presence, ensuring the
experience is both educational and memorable.

Fig. 2: a) Hindenburg Skeleton b) Guide wears helmet with iPhone c) Onboarding
for the VR experience. (Image courtesy of Jan Holthaus - Used with permission)
d) Visitor controls Hindenburg in VR with real-time view for bystanders

5 Implementation Details

We created the content for the VR experience using Blender 4.3 and Unreal
Engine 5, enabling high-fidelity visuals and real-time lighting through Nanite4

and Lumen5 technologies.

– Hindenburg: Using detailed construction sketches from the Zeppelin Mu-
seum Friedrichshafen6, we modeled the aluminum skeleton in Blender (see
Fig. 2a), making minor simplifications such as triangular instead of square
struts or by using transparent textures instead of holes in the 3D model,
which reduces the number of polygons from 4.8 million to 3.1 million.

– Hangar: While the actual hangar stood in a large, open area, we decided to
place some industrial buildings in the background to block the view of the

4 https://dev.epicgames.com/documentation/unreal-engine/nanite-virtualized-
geometry-in-unreal-engine

5 https://dev.epicgames.com/documentation/unreal-engine/lumen-technical-details-
in-unreal-engine

6 https://www.zeppelin-museum.de/en
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horizon and prevent rendering problems such as shadow distance. The pro-
portions, construction, and materials were taken one-to-one from the actual
model. Throughout the entire experience, the Hindenburg is shown from the
outside without the outer skin to give a more impressive visual impression.
Due to fear of heights, we have equipped some of the positions with railings
to ensure a comfortable experience for all visitors.

6 Discussion

The Hindenburg VR experience successfully demonstrates how immersive tech-
nologies can bridge the gap between past and present, providing visitors with an
interactive, social and historically rich environment. The introduction of social
interaction and cooperative tasks provides an opportunity to deepen engage-
ment, but also presents usability challenges. One notable social challenge is that
individuals are often reluctant to engage with new tasks or technologies if they
feel observed by others [9]. This issue is particularly relevant in VR, where view-
ers can observe the HMD user, but the user typically cannot see them [9]. To
mitigate this, we implement a gradual onboarding process and encourage social
interaction among multiple visitors within the virtual environment. In addition,
the 180◦ display engages the audience in the narrative. Future versions of the
project will also include a self-embodiment of the visitor to increase presence,
but also to facilitate interaction with the objects. The hybrid presence of the
museum guide, remaining in the physical space while interacting with virtual
visitors, is a novel approach that could improve user engagement while main-
taining accessibility for less tech-savvy visitors. However, the multitasking of
managing experiences in VR and non-VR simultaneously can still be exhausting
for the tour guide. To address this challenge, the guide’s interactions in VR could
be partially replaced by an AI agent, and the guide would only become active
when needed.

7 Conclusion and Future Work

In conclusion, by introducing the concept of hybrid social avatars, this project
has made significant progress in enhancing VR experiences in cultural heritage
contexts. With this approach, we aim to enable trained experts to seamlessly
engage with museum visitors within the virtual reality environment, requiring
minimal additional training for the guides. The presence of a knowledgeable
guide in VR not only enhances the perceived authenticity of the experience,
but also has the potential to improve visitor engagement and learning outcomes
by facilitating contextualized, real-time interactions. In addition to direct in-
teraction with the guide, HMD users will also have the opportunity for social
engagement by collaboratively controlling and operating the airship. The 180◦

screen provides a gradual onboarding process that aligns with audience funnel
theory, reducing visitors’ apprehension about new technologies and unfamiliar
interactions common to HMD use in museums. The current setup opens up
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several areas for further exploration. Specifically, we plan to extend the user
experience by incorporating two additional interactive stages: first, visitors will
operate a physical controller to steer a crane and virtually assist in the con-
struction of the Hindenburg. Second, visitors will have the opportunity to paint
and personalize the outer shell of the airship, leaving their unique mark on the
exhibit and fostering a stronger emotional and personal connection to history.
Finally, there are distinct advantages to exhibiting such experiences in museums,
which provide physical and social contexts that enhance virtual interactions and
enrich visitors’ understanding and appreciation of historical narratives in ways
that purely digital or remote exhibitions cannot replicate.
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